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Abstract

With the coming of of pre-trained language
models, such as ELMo, BERT and XLNet, the
NLP landscape has changed drastically. Due
to their popularity but also computational size
and complexity, many studies have focused on
the inner workings and mechanisms of these
models, especially BERT. While interesting
findings have been made pertaining to their
ability to encode certain linguistic phenomena,
less focus has been made to analyze them in
the context of down-stream tasks. This work
presents a tool for end-to-end inspection of
pre-trained language models. The tool lets a
user define a configuration for querying eval-
uation data and subcomponents of the model
in order to carry out localized interpretation.
By looking at an example from word-sense
disambiguation, we show how the framework
and the method can be applied to make useful
and localized interpretations, which facilitates
transparent inspection in line with the vision
of explainable AI.

1 Introduction

Pre-trained language models have in a few years
become an ubiquitous part of many natural lan-
guage processing systems. Models such as BERT
(Devlin et al., 2019), are highly useful in that they
bring semantically rich word representations and,
unlike predecessors such as Word2Vec (Mikolov
et al., 2013) or fastText (Bojanowski et al., 2017),
are dependent on a given context of surrounding
words. The ability to attain significant out-of-the-
box performance boosts and to fine-tune for partic-
ular tasks, have made them not only very useful but
also important in achieving new state-of-the-art re-
sults in many tasks such as sentiment classification,
question answering and natural language inference
(Devlin et al., 2019).

The sheer size and computational complexity of
these models are both their curse and their bless-

ing. The larger version of transformer-based XL-
Net (Yang et al., 2019), for example, consists of
24 layers, 1024 hidden states, and 16 heads, and
by some estimates can cost from 61 000 to 247
000 dollars to train as well as having the energy
consumption of a car over its entire lifespan1. Be-
sides environmental concerns, questions have been
raised on what kind of linguistic information is
stored in the models and how it is processed. So
much so, that a subfield called BERTology (Rogers
et al., 2020) has emerged. Within this field, in-
teresting findings have been made, for example
that pre-trained language models process linguistic
information similar to that of a traditional NLP-
pipeline (Peters et al., 2018) (Tenney et al., 2019)
and that particular attention heads attend to linguis-
tic notions of syntax and co-reference with high
accuracy, such as direct objects to verbs, determin-
ers to nouns and objects to prepositions (Clark et al.,
2019).

While work in BERTology has given important
insights into the encoded linguistic information
and inner workings of pre-trained language models,
in particular BERT, less focus has been given to
interpretation of pre-trained models in the context
of downstream tasks and domain-specific data. To
address this, this work-in-progress presents a tool,
LM-inspector, which showcases a framework for
transparent end-to-end post-hoc interpretation of
pre-trained language models, in particular BERT,
in the context of task-specific classifiers.

2 Methodology

2.1 Framework

The goal of LM-inspector (Language Model-
inspector) is to enable post-hoc end-to-end inspec-
tion of a pre-trained language model in the context

1Follow this link (accessed 2020-09-08) for a more de-
tailed discussion on the cost of training.

https://syncedreview.com/2019/06/27/the-staggering-cost-of-training-sota-ai-models/


of a complete neural network architecture. Thus,
three components are needed for inspection:

• A trained neural network model.

• A language model, such as BERT, embedded
in the neural network model.

• A set of evaluation data of inputs and output
labels.

LM-inspector makes it easy for different compo-
nents and data points to be analyzed in isolation,
by letting users define a configuration to query for
specific subcomponents of interest. A configura-
tion consists of a scope, which specifies the com-
ponents of the models to be analyzed, e.g. layers
and heads, a specified filter of inputs, for example
by some word(s) or label(s), and an input context,
which specifies the word representation(s) of the
input to look at (most commonly the word repre-
sentation used for the task at hand) and the window
of words around that word.

Given a configuration, a user can choose an in-
spection method to apply. Currently, LM-inspector
supports a basic feature attribution scoring method,
which computes the top-k most attended to enti-
ties. These entities can be words, word positions or
words + positions. Figure 1 illustrates an example
of the top-k most attended to method (where k = 5
and the return entities are words) being applied to
a configuration in the context of a neural network
trained for word-sense disambiguation. It uses the
DistilBert (Sanh et al., 2019) model and is trained
on an annotated sense corpus where the input doc-
ument contains an annotated ambiguous word and
the output label is the sense of that word.

The configuration for this example consists of:

scope layers = [0, 1, 3, 5], heads = [0, 2, 4, 6, 8]

filter labels = [case#2], where case#2 is the spe-
cific WordNet (Fellbaum, 1998) sense of case,
denoting a special set of circumstances, such
as in the sentences “in that event, the first pos-
sibility is excluded” or “it may rain in which
case the picnic will be canceled”.

input context the word representation of the am-
biguous word case in the input text.

For our particular data set and configuration fil-
ter, the configuration returns 10 samples, which the
classifier scored with 0.69 accuracy. Apart from the

special token <UNK> as well as non-lexical words
and delimiters such as the, of and , we see words
like held attended to in the middle layers l1 and l3
while cases and reaches get more prominence in
the last layer l5.

2.2 Implementation

LM-inspector is implemented in Python
(Van Rossum and Drake, 2009) and uses
PyTorch (Paszke et al., 2017) and the transformers
library (Wolf et al., 2019). Visualization is done
with the JavaScript library D3.js (Bostock et al.,
2011). LM-inspector is, on the one hand, an API
to make the kind of inspection described above,
and, on the other hand, a visualization tool to aid
in that inspection, which will be accessible with
Jupyter Notebook (Kluyver et al., 2016).

3 Discussion

This work-in-progress project presents a frame-
work for end-to-end inspection of pre-trained lan-
guage models. By providing a framework for
querying specific pre-trained language model com-
ponents as well as evaluation data and applying
an inspection method of top-k most attended to
words, we have shown how the tool can be used to
carry out localized interpretation. As such, this tool
facilitates some desirable properties of machine
learning interpretability, namely transparency and
decomposability (Lipton, 2018), and puts it more in
line with the goals of explainable AI in increasing
accountability of AI systems. With that said, in
practical terms, the tool can be used both on the
developer side to better understand the inner work-
ings of a classifier as well as on the end-user side
as a part of a product solution.

However, general linguistic inquiry can also ben-
efit from a framework like the one suggested in this
work. One the one hand, it could be used to find
evidence of linguistic phenomena relating to par-
ticular word inputs or output labels. For example a
developer of a WSD-classifier could use the top-k
most attended to entities method described in this
work to see which words of a particular sense are
most attended to. On the other hand, it could be
used to discover previously unknown phenomena,
for example a designer of a word sense annotated
corpus could look at word senses with high error
rates to determine if new senses need to be added.

Although this work has focused on a specific
type of interpretation method, namely feature at-



Figure 1: The top 5 most attended words across all components, i.e. layers and heads, defined in scope.

tribution, in the end that should preferably not be
the be-all end-all method to interpret pre-trained
language models. In the best of all worlds, this tool
should be used in conjunction with other interpreta-
tion techniques, such as probing tasks or adversar-
ial data sets, in order to make a broad and holistic
diagnosis of the inner workings of pre-trained lan-
guage models.

Remaining work for the tool consists of extend-
ing the set of available interpretation methods, with
a focus on attribution scores and integrating the
tool into Jupyter Notebook. Although the focus
is at the moment primarily on Transformer-based
architectures, such as BERT, the aim is to support
non-transformer based architectures as well. An-
other important aim is to carry out case studies of
different neural network architectures and down-
stream tasks as well as pre-trained language models
to assess the feasibility of the tool in a real world
application.

Complementary visualization of inspection re-
sults will remain an important feature since it in-
creases the transparency of the system. With visu-
alization such as in Figure 1, users can more easily
identify relevant patterns of the models (in this case
words that are highly attended to). For this, a lot

of inspiration can be drawn from related work in
computer vision, where visualization as a means
for explainable AI is quite evolved, such as heat
mapping of salient pixels (Bach et al., 2015) or
activation maximation of specific neural network
components (Olah et al., 2018).
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