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Overview

• Single words and proficiency levels

• Multi-word expressions and proficiency levels

• Applications and demonstration



Introduction

• “while without grammar very little can be conveyed, without 
vocabulary nothing can be conveyed” (Wilkins 1972: pp.111-112)

• Text > Sentence > Word

Available context information



Interest in the topic

• Shared tasks on complex word identification (2016, 2018)

• Shared task on lexical complexity prediction (2021)



Introduction

• BA, MA in Computational linguistics

• PhD in Language Technology

• Exploring natural language processing for single-word and multi-word 
lexical complexity from a second language learner perspective



Introduction

• Objective of the presentation
• Presentation of our methodology

• Key points
• Linking words and expressions to CEFR levels

• Resources



Previous work

• Manually created lists
• Nusvensk frekvensordbok baserad på tidningstext (Allén 1971) 

• Tiotusen i top  (Allén 1972)

• Frekvensordbok över svenska elevtexter (Larsson, Rosén and Anderson 1985)

• Talspråksfrekvenser (Allwood 1999)

• Base Vocabulary Pool (Forsbom 2006) 

• Akademisk ordlista (Sköldberg and Johansson Kokkinakis 2012)



Previous work

• Manually created lists
• Paper versions

• Copyright issues

• Outdated



Previous work

• Automatically created lists
• KELLY list (Volodina and Johansson Kokkinakis, 2012)

• SVALex (François et al., 2016)

• SweLLex (Volodina et al., 2016)

• NyLLex (Holmer and Rennes, 2022)



Previous work

• Automatically created lists
• Validity

• Link to CEFR?



Scope

• Focus on Swedish

• Focus on two resources:
• SVALex as receptive vocabulary list

• SweLLex as productive vocabulary list



Scope

• CEFRLex (https://cental.uclouvain.be/cefrlex/)
• Textbook-derived lists

• Student essay derived list for Swedish

• 6 languages



Scope

• Based on authentic data

• Data-driven approach

• Not only frequency



Scope

• Based on authentic data

• Data-driven approach

• Not only frequency



Scope

• Based on authentic data

• Data-driven approach

• Not only frequency

• Adapted to learners



Limitations

• No CEFR level



Limitations

• No CEFR level

• No sense distinction

Mainland
Nation/state or kingdom
Area outside of urban areas
piece of land that is used for cultivation



Methodology

• Transform distributions into labels

• Train machine learning algorithm

• Word sense disambiguation



Mapping distributions to labels

• First occurrence

• Threshold

• Maximum



Mapping distributions to labels

• First occurrence and threshold agree largely

• First occurrence is easier

• First occurrence > threshold for textbook data

Word PoS CEFR

Bil NN A1

Överge VB B1

Kilo NN A2



Learning levels

• Words and levels

• Feature representations

• Machine learning model

• Learn association between features
and levels



Predicting levels

• New word

• Feature representation

• Machine learning model

• Level prediction



Predicting levels

• Performance in line with previous research for different languages



Towards senses

• Corpus re-annotation with sense distinctions



Towards senses

• SVALex → SenSVALex

• SweLLex → SenSweLLex
Sen*Lex



Limitations?

• Sparse data 

• Sense splitting
Even sparser data



Limitations?

• Use of external resources for sense disambiguation,
e.g., dictionaries (cf Alfter et al., 2022)



Multi-word expressions



Multi-word expressions

Automatic prediction Word list level



Multi-word expressions

• Crowdsourcing for difficulty estimation

• Rank words in relation to each other



Multi-word expressions



Ranking

• Aggregate votes into ranks

• Most difficult: 3

• Easiest: 1

• Other two: 2



Ranking

• Aggregate votes into ranks



Multi-word expressions

• Intuitive ratings similar for native and non-native speakers

• Intuitive ratings highly correlated with CEFR levels



Manual annotation



Applications

• CEFRTools (https://spraakbanken.gu.se/larkalabb/cefrtools)



Applications

• Text evaluation



Applications

• Exercise generation



Open questions

• Large Language Models

• Learn CEFR descriptors automatically



Demonstration
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