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Crowdsourcing



The Rise of Crowdsourcing

Jeff Howe, 2006, Wired magazine

Remember outsourcing? Sending jobs to India and China 
is so 2003. The new pool of cheap labor: everyday people 
using their spare cycles to create content, solve problems 
and even do corporate R & D.



About the (crowd)sourcing

Isn't it great? 
We have to 
pay nothing 
for the barn

YEAH!
And even 
the food 
is free

If you are not paying for it, you are not the customer.
You are the product being sold.
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About the (crowd)sourcing

Stakeholders:
Teachers

Stakeholders:
Learners

If you are not paying for it, you are not the customer.
You are the product being sold.

i.e. YOU ARE THE FOOD

Motivation

Attitudes

Stakeholders:
NLP & developers
SLA researchers



1. Design an 
activity / task  

(data, question / 
focus, method, …)

2. Implement an 
activity / task on a 

platform

4. Prepare a 
database & 
guidelines

5. Attract participants
(teachers, students, …)

6. (Implement
a way to) 
analyze / 
browse

responses

7. Any extra 
annotation 

steps?
(manual / 

automatic)

8. Evaluation
of the 
results

Is it interesting for any
research questions? 
Or for practical use?

no

yes

Crowdsourcing L2 resources/materials: steps

3. Clear up all 
legal and ethical

questions

9. Apply in a 
planned use

scenario



Crowdsourcing for language learning

• Crowdsourcing for language learning
• Assessing the quality of text questions (Chinkina & Meurers, 2017)
• FeedBook (Ramon Ziai, Bjoern Rudzewitz, Kordula De Kuthy, Florian Nuxoll & Detmar Meurers, 2018)
• DuoLingo (Settles,  Brust,  Gustafson, Hagiwara & Madnani, 2018)
• …  
• but --> not much to go, in fact, to validate crowdsourcing for LL 

• We need to have a proof-of-concept that
• crowdsourcing is valid for annotating/creating language learning data/resources



Idea

• Rank a set of expressions relevant for language learners by difficulty.
• Can this be done through crowdsourcing?
• How?
• We need a simple task.
• Manageable workload.
• (Relatively) reliable results.



• STSM (Elena Volodina, Ljubljana, June 2018)
– planning the experiment

• STSM (Jaka Čibej, Gothenburg, September 2018)
– setting up the experiment

• Preparations and WG1 Workshop (Gothenburg, October–December 2018) –
conducting the experiment and presenting the results

Who and when?

MWEs and Crowdsourcing: Outline and Results

David Alfter Jaka Čibej Iztok Kosem Elena Volodina



• A crowdsourcing experiment to rank English multi-word expressions (MWE) 
according to their difficulty  (L2 levels of proficiency)

• to burn the midnight oil

• to be absorbed in something

• to add insult to injury

• to be able to do something

What?

MWEs and Crowdsourcing: Outline and Results



Why MWE ?

• MWEs/formulaic language characterizes learners of more advanced levels
(e.g. Paquot & Granger 2012, Suñer 2018, Thewissen 2013, Forsberg and Bartning, 2010; 
Erman et al., 2016)

• Define a scope for generation of exercises/tests and testing reading
materials for appropriateness

• Where to get this data? And how? 
• Automatic annotation
• Manual annotation 
• Crowdsourcing



MWE experiment: 
overview

• English Vocabulary Profiles

• Pybossa

• Best-worst scaling

• 5 votes for each task

• Clustering
& ranking
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MWEs

• English Vocabulary Profiles

• Pybossa

• Best-worst scaling

• 5 votes for each task

• Clustering
& ranking



MWE clustering

• Fall term 2018, enetCollect context
• Elena Volodina, Iztok Kosem, Jaka Cibej, David Alfter

• Linking Multi-Word Expressions (MWE) to levels of proficiency



MWE ranking



Data
• English Vocabulary Profile (EVP, Capell 2010, 2012)

• http://vocabulary.englishprofile.org/staticfiles/about.html
• user: englishprofile, password: vocabulary

• MWEs are defined in terms of ”phrases”, ”phrasal verbs” 
& ”idioms” in EVP

• Verbal MWEs: 10 per CEFR level = 60 items
• to burn the midnight oil
• it goes without saying

• Adverbial MWES: 10 per CEFR level = 60 items
• Happy New Year!
• by all accounts

http://vocabulary.englishprofile.org/staticfiles/about.html


CEFR –
Common European Framework of Reference

COE (2001) Common European Framework of Reference for Languages: learning, teaching, assessment. Cambridge University Press.



EVP data

• Labeled by lexicographers / teachers è EXPERTS

• Based on Cambridge Learner Corpus (CLC) - a corpus of L2 English 

• Using our system of ranking – how well can

”a crowd” perform è NON-EXPERTS



Over - to set up and results
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• Ranking the entire list?

• Task can‘t be divided between multiple participants.

• Ranking a subset of tasks?

• Combinations might affect results.

• Still not very user-friendly.

• Difficult to merge?

• Which combinations?

How to rank?

MWEs and Crowdsourcing: Outline and Results
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• Ranking method

• Choosing the best and worst unit in a 
combination of (ideally) 3–4 candidates

• Example:

Best-Worst Scaling
• 6 possible binary relations between the 4 elements

• J ~ K, J ~ L, J ~ M, K ~ L, K ~ M, L ~ M

• BWS with 4 elements

• K = 3, M = 2, J = 2, L = 1

• J < K, J > L, J ~ M, K > L, K > M, L < M

• 5 out of 6 relations (83 %)

• (at least) 2 clicks

• Ranking all 4 elements:

• 6 out of 6 relations (100 %)

• (at least) 4 clicks

• twice the workload!

Flynn, T. N., & Marley, A. A. (2014). Best-worst scaling: theory and methods (Doctoral dissertation, Edward Elgar).
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Selecting the Optimal Number of Combinations
Ranking Multi-Word Expressions by Difficulty

• We go through all combinations and 
choose only the ones where no relation 
is repeated (in order to avoid tasks 
where we get too many repeated 
relations, which are practically useless).

• We continue by selecting tasks with 
only 1 repeated relation, then 2, then 
3, then 4, then 5 (until we cover all 
possible binary relations).

• Why?

• To minimize the number of
(completely) redundant tasks.

• 60 expressions

• 1,770 binary relations

• 1,362 (77%) relations covered with non-repetitive 
combinations.

• 33 combinations where 1 relation is already known.

• 50 combinations where 2 relations are already
known.

• 12 combinations where 3 relations are already
known.

• 3 combinations where 4 relations are already known.

• 1 combination where 5 relations are already known.
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• 60 expressions per project

• 487,635 combinations (for combinations of 4 units)

• 1,770 binary relations

• 326 tasks per project (to include all binary relations between the
expressions)

• 77% are non-repetitive.

• 23% are partially repetitive (as little as possible).

Tasks
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Final Set of Tasks
Ranking Multi-Word Expressions by Difficulty

• 326 tasks

• 77% are non-repetitive.

• 23 % are partially repetitive (as little as 
possible).

PREDICTIONS:

IF:

• Number of crowdsourcers: 20

• Average response time: 30 seconds

• Responses per task: 5

THEN:

• Time per crowdsourcer: 0.68 hours, which 
equals 40.75 minutes
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PyBossa Interface

https://pybossa.com
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PyBossa Interface
• phone compatibility (not too

wide or too long, etc.)
• user-friendly (or is it?)
• foreseen error scenarios -

warnings helped limit any 
technical mistakes during 
annotation
• e.g. only one ticked expression,
• same expression in both columns
• no ticked expression
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• Decide which expression is the most difficult/easiest for a language learner to produce.

• In case of a tie, choose one.

• Do not overthink the decision.

• Try not to spend more than 30 seconds per task.

• (No mention of the English Vocabulary Profile OR CEFR-levels!)

• crowdsourcers only relied on their intuition

• 26 participants, mostly linguists and NLP experts

• 24 non-native speakers of English, 2 native speakers

Guidelines
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Results - Metadata
Metadata Adverbs Verbs
Mean response time 47.4 seconds 50.38 seconds

Median response time 22.9 seconds 26.67 seconds

Total time spent on tasks 27.88 hours 31.25 hours

Mean response time (no 
outliers over 30 seconds)

18.54 seconds 20.12 seconds

Median response time (no 
outliers over 30 seconds)

18.3 seconds 20.02 seconds

Total time spent on tasks (no 
outliers over 30 seconds)

7.26 hours 7.24 hours

Time per crowdsourcer (no 
outliers over 30 seconds)

0.28 hours 0.29 hours

• 2 projects with 326 
tasks

• Up to 7 responses per 
task (at least 5).

• A total of 26 annotators.



Results – Agreement (Verbs)
Ranking Multi-Word Expressions by Difficulty

• Inter-annotator agreement (Krippendorff‘s Alpha)

B | B | B | C A | A | A | B A | B | B | C A | A | B | C A | B | B | B A | B | C | C A | C | C | C B | B | C | C B | C | C | C A | A | C | C C | C | C | C A | A | B | B A | A | A | C B | B | B | B A | A | A | A
-0,2

0

0,2

0,4

0,6

0,8

1

1,2

Krippendorff's Alpha by CEFR-combinations (Verbs)



Results – Agreement (Adverbs)
Ranking Multi-Word Expressions by Difficulty

• Inter-annotator agreement (Krippendorff‘s Alpha)

B | C | C | C A | B | C | C C | C | C | C A | A | C | C A | A | A | B A | A | B | C B | B | C | C A | A | A | C B | B | B | C A | B | B | C A | C | C | C A | A | B | B A | B | B | B B | B | B | B A | A | A | A
-0,2

0

0,2

0,4

0,6

0,8

1

1,2

Krippendorff's Alpha by CEFR-combinations (Adverbs)



35

• Method 1: Linear scale using average ranks

• a more brute-force approach

• take all annotations for a specific expression (regardless of the expressions it 
appears with)

• average the sum to get the expression‘s average rank

• the premise: harder/easier expressions should more frequently be annotated as
more difficult (rank 3) or easier (rank 1)

Merging the Results



Linear 
Scale
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• Method 1: Linear scale using average ranks

• Adverbial MWEs: 41.7% accuracy

• Verbal MWEs: 50.0% accuracy

• most misclassifications between neighboring levels!

• e.g. A1 ~ A2, C1 ~ C2, but no A1 ~ C2

Ranking

MWEs and Crowdsourcing: Outline and Results

Verbal MWEs
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• Method 2: Clustering and multi-dimensional visualization using vector embeddings

• 60x60 matrix of average distances between expressions

Merging the Results
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• Tensorflow embedding projector

• https://tinyurl.com/enetCollectVerbalMWE

• https://tinyurl.com/enetCollectAdverbialMWE

Visualization

A1

A2

B1

B2

C1

C2

https://tinyurl.com/enetCollectVerbalMWE
https://tinyurl.com/enetCollectAdverbialMWE


Analysis – core vs outliers

Graphic representation?  



Analysis – core vs outliers

EVP miss?  



How many are a crowd? 

• Results with 2, 3, 4, 5 answers show that ratings are pretty similar…

http://tiny.cc/29ui4y

http://tiny.cc/29ui4y


Feedback form



Feedback form









Testing

https://spraakbanken.gu.se/eng/crowdsourcingMWE

https://spraakbanken.gu.se/eng/crowdsourcingMWE


A lot to discuss…

• Is ranking a valid way of viewing vocabulary?
• …or – more generally - chunking it into level ”portions”? 

• Is EVP reliable in all respects, to start with? 

• Does it matter how we present MWEs?
• get here/there/home/to work, etc.
• can't/couldn't help doing sth
• I/you/he, etc. had better do sth



Same experiment on a different data – possible?

• How to cut into levels groups, then?
• Would ”seed” items with known levels help?  

• Use crowd to confirm level labels? 
• i.e. automatic predictions vs crowd votes. But what then?  
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• It‘s (probably) a myth

• ...that crowdsourcing saves time and money

• It is a challenge

• ...to find and motivate a crowd

• ...to establish reliability of the results

• But

• ...it may help cover broader range of participants (compared to 2-3 annotators)

• ...helps avoid looking for trained teachers eager to annotate all material 

Insights

MWEs and Crowdsourcing: Outline and Results
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• How many votes are enough?

• How to identify „unreliable“ voters?

• How to attract and motivate a crowd?

• Difference between native and non-native crowdsourcers?

• What about language learners? At which level can they be used for this experiment?

Open questions

MWEs and Crowdsourcing: Outline and Results
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• Crowdsourcing for generating language learning resources?

• possible

• minimal crowdsourcer training

• results comparable to expert annotations
• better combine several methods?

• Future work

• similar experiments for other languages

• large-scale experiments (> 60 items, and in the „wild“ with an „open call“)

Conclusion

MWEs and Crowdsourcing: Outline and Results



MWEs and WG1 crowdsourcing workshop

• https://spraakbanken.gu.se/eng/wg1-dec18-gbg

• Analysis of the experiment results
• Assessment – can crowdsourcing be used for language learning resources and 

materials? 
• Who should be the crowd?
• How many are a crowd? 
• Is it possible to set up a multi-lingual experiment?
• Etc-etc

https://spraakbanken.gu.se/eng/wg1-dec18-gbg


Reliability of tools & algorithms –
and data!



Thank you! 
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